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TRACK DESCRIPTION

The combination of the exponential explosion in
sensing capabilities and unprecedented advances
in Machine Learning (ML) have opened up the
possibility of having truly autonomous systems
capable of safely learning from and interacting
with the environment. Indeed, recent results on
reinforcement learning offer a tantalizing view of
the potential of a rapprochement between control
and learning. However, most of the research at
the confluence of control and ML seeks to address
the problem of “what can ML do for Control?”
and concentrates on using Machine Learning tech-
niques to synthesize controllers from data, often
avoiding Systems Identification and model-based
control design steps. This open track focuses on the
less explored dual problem of “what can Systems
Theory do for Learning?” We believe that this
less explored area can be a rich source of prob-
lems at the confluence of Machine Learning and
Control that do not necessarily involve learning a
controller. Examples range from the use of control-
theoretic tools to analyze and certify the learning
properties of Neural Networks to the exploration
of several aspects unique to learning dynamical
systems that make these problems considerably
harder than more traditional Machine Learning
problems. For example the training of feedforward
neural networks can be viewed as an optimal con-
trol problem, in which the weights of the network at
successive stages are seen as inputs. This suggests
the analysis of convergence properties of training as
an optimal control problem. Related to this is the
issue of robustness to adversarial perturbations,
which can be analyzed in principle using the con-
cept of “input to state stability” (ISS) from control
theory (ISS). Similarly, the use of concepts from
Realization Theory can help in determining the
sample complexity of learning systems and ana-
lyzing the generalization properties of dynamical
models learned from partial data. Finally, barrier
function motivated ideas, coupled with computa-
tional tools rooted in semi-algebraic optimization
can certify safety during learning. Examples of

topics of interest to this open track include, but
are not limited to:

• Control theoretic analysis of NN training,
including convergence and robustness.

• Control theoretic analysis of Reinforcement
Learning.

• Use of control theoretic tools to analyze ro-
bustness of NN against adversarial attacks.

• Use of control theoretic tools to prune NN
during training or to derive frugal equivalents
of a trained network.

• Sample complexity of robust learning of dy-
namical systems.

• Generalization properties of dynamical mod-
els learned from local data.

• Systems Theoretic motivated architectures for
learning dynamical models

• Certified safe learning.
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